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About DCHPC2024

Shamsollah Ghanbari
Conference Program & Scientific Chair

The Third International IEEE Conference on Distributed Computing and

High-Performance Computing (DCHPC2024) is scheduled to be held in

Tehran from May 14th to 15th, 2024. The conference is jointly organized by

the School of Computer Science, Institute for Research in Fundamental Sci-

ences (IPM), and the Informatics Society of Iran (DCS scientific group). Our

objective remains focused on providing an interactive platform for researchers

and professionals in distributed computing and high-performance computing

to exchange ideas and share advancements. Similar to its predecessors, DCHPC2024 has received

technical support from IEEE Iran Section and the Islamic World Science Citation Center (ISC). The
organizing committee has dedicated significant efforts to ensure the success of this event.

The primary aim of the DCHPC conference series is to gather researchers from industry, academia,
and other institutes to share and discuss their latest scientific findings in high-performance comput-
ing, distributed systems, and applications. For this conference, we received 80 submissions from 200
authors across 12 countries, including Iran, Iraq, Pakistan, India, Malaysia, Hungary, Poland, Russia,
the United States, Brazil, Netherland, and Ireland.

The papers were reviewed by 40 expert committee members and approximately 15 sub-reviewers,
so that each paper has been reviewed by two or three reviewers. Subsequently, 21 papers were se-
lected and accepted for oral presentation at the conference and publication in IEEE Explore, and 10
other papers were selected to be indexed by ISC and oral presentation at the conference as well.

‘We had the honor of hosting three distinguished keynote speakers and four workshop presenters.
Furthermore, we organized two Discussion Panels, covering diverse topics including divisible load
theory and graph theory.

Additionally, I would like to express my sincere appreciation to all conference participants, with
special thanks extended to the main speaker, keynote speakers, and workshop presenters for their
warm cooperation. I also appreciate the contributions of the committee members, sub-reviewers,
and session chairs for their invaluable assistance in reviewing papers, making decisions, and managing
the parallel sessions. I would also like to appreciate the authors for their pivotal contributions to the
conference and extend my congratulations to the authors of the accepted papers.

Moreover, I extend my deepest gratitude to the sponsors and the organizing committee, includ-

ing the general chair, program co-chairs, executive chair, and publication chair. I am also thankful
to my colleagues, students, and friends who generously contributed to organizing this event.
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Scientific Chair

Prof. Debasish Ghose
Professor, RBCCPS & Department of Aerospace Engineering
Indian Institute of Science, Bangalore 560012, India

Debasish Ghose is a Professor at the Centre of Cyberphysical Systems and
the Department of Aerospace Engineering at the Indian Institute of Science,
Bangalore, India. His research interests are in parallel and distributed com-
puting, autonomous systems, and AI&ML. He has been associated with the
editorial board of many prestigious journals including several IEEE Transac-
tions. He has authored many books in his area of work as well as many publi-
cations.

He is a Fellow of several academies (INAE, NASI, INSA) and associate fellow
of ATAA.

Welcome Message:
Itis my pleasure to welcome you all to the DCHPC 2024. Over the years, this conference has become
a flag bearer for some of the best work in the area of distributed and high-performance computing in
this region of the world. The technical committee has meticulously gone through all the submissions
and arranged paper reviews and evaluations. After this rigorous process, the final selected papers pre-
sented at the conference are the best among the submitted papers. I am sure you will enjoy the depth
and breadth of the works presented at this conference and will have an enriching experience.
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Keynote speakers

Prof. Behrooz Parhami
Department of Electrical and Computer Engineering
University of California

Behrooz Parhami (PhD, UCLA 1973) is Professor of Electrical and Computer
Engineering, and former Associate Dean for Academic Personnel, College
of Engineering, at University of California, Santa Barbara, where he teaches
and does research in computer arithmetic, parallel processing, and depend-
able computing. A Life Fellow of IEEE, a Fellow of IET and British Com-
puter Society, and recipient of several other awards (including a most-cited
paper award from J. Parallel & Distributed Computing), he has written six
textbooks and more than 300 peer-reviewed technical papers. Professionally,
he is an IEEE Computer Society Distinguished Visitor, serves on journal editorial boards and con-
ference program committees, is passionate about puzzles, outreach efforts, & gender equity, and is
active in technical consulting.

Title: Fixed-Degree and Constant-Diameter Interconnection Networks for Parallel Supercom-
puting

Abstract

Interconnecting multiple processors in a parallel supercomputer constitutes a challenging problem.
There are so many different ways to interconnect the computing nodes that the range of options has
come to be known as "the sea of interconnection networks.” In this talk, I will outline the theoretical
underpinnings of interconnection network design in a way that exposes the challenges. I will then
review desirable network properties and relate them to various network classes that have been used
or proposed. The two extremes of fixed-degree networks and constant-diameter networks will be
given special attention.
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Keynote Speakers

Prof. Alex shafarenko
Department of Computer Science
Hatfield, England, United Kingdom

Alex Shafarenko received Ph.D. from the Siberian Branch of the Russian
Academy of Sciences in 1990. He joined faculty at the University of Surrey,
England as a Senior Lecturer within the Department of Electronic and Elec-
trical Engineering and was subsequently made a Reader. He was appointed
to his current position as Professor of Software Engineering in 2000 by the
University of Hertfordshire as he joined the School of Computer Science. Dr
Shafarenko has led several international research projects in the area of ad-
vanced signal processing and parallel computing.

Title: Towards Efficient High-Throughput Computing: Harnessing Stateless SISO Compo-
nents and Flow Inheritance.

Abstract

This keynote will delve into a layer of abstraction centered around a network of stateless, typed Single
Input Single Output (SISO) components. We'll explore how interactions between these compo-
nents are facilitated by SISO-preserving network combinators, enabling both parallel and serial com-
positions as well as recurrent feedback. A key highlight of this model is its unique type system, featur-
ing flow inheritance, which allows components to pass unused input elements to their output while
maintaining SISO consistency. We'll also discuss how the typing of SISO components addresses ad-
ditional concerns such as security and robustness. Given the stateless nature of these components,
they can be safely replicated and executed in parallel. Moreover, with the inclusion of a recurrence
combinator, the network can dynamically unfold over time. The system state is managed by built-in
synchro cell components, which combine input datasets into joint sets for output, preserving flow
inheritance and addressing security and robustness considerations. Practically, this approach offers
significant benefits for High-Throughput Computing (HTC) by encapsulating conventional serial
code within SISO shells, featuring flexible and context-adaptable interfaces. The remainder of net-
work construction can then be achieved using low-code or graphical methods, promising efficient
HTC solutions at reduced cost and complexity.
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Keynote Speakers

Prof. Satish Narayana Srirama
University of Hyderabad, India.
Email:satish.srirama@uohyd.ac.in

Satish Narayana Srirama is a Professor at the School of Computer and Infor-
mation Sciences, University of Hyderabad, India. He is also a Visiting Pro-
tessor and the honorary head of the Mobile & Cloud Lab at the Institute of
Computer Science, University of Tartu, Estonia, which he led as a Research
Professor until June 2020. His current research focuses on cloud computing,
mobile cloud, Internet of Things, fog computing, and migrating scientific and
enterprise applications to the cloud. He is IEEE Senior Member, an Editor of
54 year old Wiley Software: Practice and Experience journal, was an Associate
Editor of IEEE Transactions in Cloud Computing and a PC member of sev-
eral international conferences and workshops. Dr. Srirama has co-authored
over 190 refereed scientific publications in international conferences and journals.

Title: A Decade of Research in Fog computing: Relevance, Challenges, and Future Directions.

Abstract

To address the latency, network load, and privacy issues of Cloud-centric Internet of Things, Fog
Computing was coined by Cisco in 2012, a decade ago, which utilizes proximal computational re-
sources for sensor data processing. Since its proposal, fog computing has attracted significant at-
tention and the research fraternity focused at addressing different challenges such as fog frameworks,
simulators, resource management, placement strategies, quality of service aspects, fog economics etc.
However, after a decade of research, we still do not see large-scale deployments of public/private fog
networks, which can be utilized in realizing interesting IoT applications. In the literature, we only
see pilot case studies and small-scale testbeds, and utilization of simulators for demonstrating scale
of the specified models addressing the respective technical challenges. This keynote summarizes the
technical, non-functional and economic challenges, which have been posing hurdles in adopting fog
computing, by consolidating them across different clusters.
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Iran.
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University of Technology, Iran.

Assistant Professor, Islamic Azad University, Mashhad.
Associate Professor, Islamic Azad University, Iran.

Assistant Professor, University of Tabriz.

Associate Professor, Liverpool John Moores University, UK.
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Name Affiliation

Enaul Haq Shaik Professor, Department of Electronics Engineering, School of Engi-
neering and Technology, Pondicherry University.

Arash Khosravi Assistant Professor, Mahallat University.

Shamala Subrananiam Professor, Universiti Putra Malaysia, Malaysia.

Hamidah Ibrahim Professor, Universiti Putra Malaysia, Malaysia.
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Assistant Professor, Shahrekord University, Iran.

Professor, South Kazakhstan State University, Kazakhstan.
Professor, Islamic Azad University, Iran.

Associate Professor, Azarbaijan Shahid Madani University, Iran.
Professor, National University Pakistan.

School of Computer Science, Institute for R esearch in Fundamental
Sciences (IPM), Tehran, Iran.
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School of Computer Science, Insti-
tute for Research in Fundamental Sci-
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Islamic Azad University, Qom, Iran.

Informatic Society of Iran, Tehran,
Iran.

Informatic Society of Iran, Tehran,
Iran. Mashhad, Iran.
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Computer Engineering, Sharif Uni-
versity of Technology, Iran.

School of Computer Science, Insti-
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School of Computer Science, Insti-
tute for Research in Fundamental Sci-
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School of Computer Science, Insti-
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Bitcoin Price Prediction based on Financial Data, Technical in-
dicators, and News Headlines Sentiment Analysis Using CNN
and GRU Deep Learning Algorithms

Masoud Arjmand1, Saman Kazeminia?, Hedieh Sajedi3
1Department of Computer Engineering University of Tehran, Kish International Campus Kish,
Iran
m.arjmand@ut.ac.ir
’Department of Computer Vision and Data Science, NHL Stenden University of Applied Science,
Leeuwarden, Netherlands
saman.kazeminia@student.nhlstenden.com
*Department of Mathematics, Statistics and Computer Science University of Tehran Tehran, Iran

hhsajedi@ut.ac.ir

Keywords Abstract

Bitcoin Bitcoin is the leading cryptocurrency with the highest market value

CNN among digital currencies. In this paper, we aim to forecast the price

GRU of Bitcoin using news headline analysis, technical analysis indicators,

BERT and historical financial data. The news headlines used in this study
are scraped from the Cointelegraph news website. We employed a
transformer pre-trained model called CryptoBERT to analyze tex-
tual data. Additionally, a novel hybrid 2DCNN-GRU deep learn-
ing model has been applied to predict the price. To fine-tune the
parameters of this model, the Taguchi method has been employed.
The results show that this model outperformed other models in terms
of the MAE criterion.

Conclusion

In this article, we utilized historical financial data, news headlines, and technical indicators to
make predictions on the price of Bitcoin. Having Extracted the financial data of Bitcoin from the
Yahoo financial website, we gathered relevant news articles concerning Bitcoin within this time-
frame by scraping the Cointelegraph financial news website. Additionally, we calculated several
widely recognized technical indicators. To reduce dimensions, we constructed a correlation matrix.
In assessing the sentiment of the news headlines, we applied the CryptoBER T model, a transformer
model based on the FInBERT model. Moreover, to enhance the efficiency of the proposed model,
we utilized the Taguchi parameter tuning method based on orthogonal arrays. The obtained results
demonstrate that the proposed model outperforms previously discussed models by other researchers

in terms of the MAE criterion, while it achieves a considerably favorable performance regarding other
criteria.
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Enhanced Gray Wolf Optimizer For Exploring Social Network
Communities

Arash Khosravi!, Ahmad Azarnik !, Mohammad Kalhor?, Maliheh Ghasemzadeh®
"Faculty of Engineering, Mahallat Institute of Higher Education, Mahallat, IRAN
ahmad.azarnik@gmail.com
Khosravi.280@gmail.com
*2Department of Computer Engineering, Shahab Danesh University, Qom, IRAN
mohammadkalhor1370@gmail.com
3?)Department of Engineering, Islamic Azad University, Karaj, IRAN
gh mavad@yahoo.com

Keywords Abstract
Community Detection The identification of communities within social networks holds
Gray Wolf Optimization paramount importance in scientific investigations and social net-

Label Propagation work analyses. Communities refer to compact clusters of nodes that

Local Search exhibit stronger interconnections with each other rather than with
nodes outside their community. By accurately detecting and un-
derstanding these communities, we can achieve profound insights
into the structure and functionality of social networks. In this re-
search, we introduce an innovative and improved meta-heuristic al-
gorithm specifically designed for detecting community in social net-
works. Leveraging the powerful gray wolf algorithm as its founda-
tion, our proposed algorithm employs a combination of mutation,
combination, and local search operators to significantly enhance its
performance. Moreover, to further refine the outcomes, we have
integrated the label propagation algorithm into our approach. To
measure the efficacy of our proposed algorithm, extensive evalua-
tions were conducted on various social network datasets. The find-
ings consistently validate our algorithm’s ability to converge towards
optimal results, thanks to its exceptional accuracy and precision. By
introducing this advanced meta-heuristic algorithm, we make con-
tributions to the field of social network analysis by providing a ro-
bust and efficient solution for community detection. Our algorithm
empowers researchers and analysts to acquire a more profound com-
prehension of social network structures and functions, thereby facil-
itating improved decision-making and problem-solving.

Conclusion

Numerous algorithms have been introduced thus far for community detection; however, a ma-
jority of them suffer from issues such as unstable results, limited scalability, and prolonged execution
time. In our research, we have developed an enhanced gray wolf algorithm for community detec-
tion. Furthermore, we have incorporated the label propagation algorithm, known for its swiftness, to
refine the solutions acquired from the gray wolf algorithm. Subsequently, we applied our proposed
method to three datasets and conducted a comparative analysis against five renowned algorithms in
this domain. Through our experimentation, we have demonstrated that the proposed method has
achieved a notably higher modularity than its counterparts.
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Promoting Cybersecurity Knowledge via Gamification: An In-
novative Intervention Design

Fatokun Faith B!, Zalizah Awang Long', Suraya Hamid?
'Malaysian Institute of Information Technology, University of Kuala Lumpur, Kuala Lumpur,
Malaysia
evangfatoks@gmail.com
zalizah@unikl.edu.my
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Cybersecurity Cybersecurity is becoming a critical challenge as technology thrives
Gamification with novel innovations. The increase in cyber threats is quite alarm-
Cybersecurity ing. Several security approaches are relinquished to limited impact
Knowledge due to a lack of compliance with security guidelines by end-users
Online Safety deficient in basic cybersecurity knowledge. This paper, via an ex-
Cybersecurity perimental/qualitative approach, proposes a comprehensive cyber-
Gamification security gamification design based on established gamification theo-

ries to ensure the validity of the cybersecurity gamification tool. The
cybersecurity gamification tool is aimed at promoting the cyberse-
curity knowledge of end-users. Gamification, if implemented prop-
erly, can impact beyond just learning and boost knowledge, learning
experience and engagement of the targeted audience through moti-
vation by the game elements.

Conclusion

Cybersecurity is a challenging interesting research area that keeps evolving globally. Thisis due to
the rapid cyber-attacks, resulting in a high risk of victimisation. This paper presented an innovative
intervention design via gamification to promote cybersecurity knowledge among general Internet
users. The comprehensive cybersecurity gamification, comprising three levels, social engineering,
network security, and password security, provides an inclusive motivational learning engagement
for participants to be equipped with substantive cybersecurity knowledge. Future work will test
gamification and propose a cybersecurity knowledge behavioural model which will guide researchers
and stakeholders to build more accelerated interventions to promote cybersecurity awareness and
knowledge, respectively.

Page 16



Modeling and Verification of the Causal Broadcast Algorithm
Using Colored Petri Nets

Leila NamvariTazehkand', Saied Pashazadeh!
"Department of Computer Engineering, Faculty of Electrical and Computer Engineering,
University of Tabriz, Tabriz, Iran
l.namvari@tabrizu.ac.ir
pashazadeh@tabrizu.ac.ir
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Modeling The Causal Broadcast (CB) algorithms are presented for message
Verification passing between processes of distributed systems (DSs). These al-
Colored Petri Nets gorithms play an essential role in distributed computing. Therefore,
Reliable Communication | the correctness of their performance is a high priority. Recently, re-
Causal Broadcast searchers used the theorem-proving technique to verify causal con-

sistency algorithms. To our knowledge, no CB algorithm presented
for message-passing has been modelled and verified by a mechani-
cal proof method. For the first time, this paper models and verifies
one of the most basic CB algorithms using one of the formal meth-
ods called colored Petri nets because this algorithm has been used as
the base algorithm in developing the most recent algorithms. We
first model this algorithm hierarchically at the application and pro-
tocol layers using the CPN tool. Then, by analyzing the state space,
we verify the properties of the CB, namely integrity, causal delivery,
validity, and termination. The novelty of this paper lies in its pio-
neering use of colored Petri nets to model and verify a CB algorithm
for the first time. This modeling method can potentially serve as a
guiding method for future endeavors in modeling distributed algo-
rithms.

Conclusion

The Causal broadcast algorithms are applicable in many areas, such as consistency in distributed
shared memory, managing databases, mutual exclusion, snapshot recording, and message delivery
in distributed communication systems. This is the first time a CB algorithm has been modelled and
verified with Colored Petri Nets. This paper uses the CPN tool to model a recently presented CB
algorithm. First, we model hierarchically at two top and low-levels to better implement algorithm
details. Thus, the top and low-levels present the application and protocol layers of algorithm CB,
respectively. Then, we analyze the state space in the CPN model and verify the validity, termination,
integrity, and causality properties. In future research, we will develop this algorithm for distributed
systems with unreliable communications. Moreover, we will model the developed algorithm using
the TCPN (Timed Color Petri Nets) tool to analyze the number of lost messages and the latency
rate in delivering messages.
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Keywords Abstract

multiple similarity An important issue in data mining and information retrieval is the
n-similarity problem of multiple similarity or n-similarity. This problem entails
parallel programming finding a group of n data points with the highest similarity within a
text document similarity large dataset. Exact methods to solve this problem exist but come

with high time and space complexities. Additionally, various meta-
heuristic algorithms have been proposed, including genetic algo-
rithms, gravitational search algorithms, particle swarm optimization,
imperialist competitive algorithms, and fuzzy imperialist competi-
tive algorithms. These metaheuristics are capable of finding near-
optimal solutions within a reasonable timeframe, although there isno
guarantee of achieving exact results. In this paper, we employ a par-
allelization technique using CUDA to expedite the exact method.
We conduct experiments on textual datasets to identify a group of n
textual documents with the highest similarity to each other. The
experimental results demonstrate that the proposed parallel exact
method significantly reduces execution time compared to the best
sequential approach and CPU multi-core implementation. Further-
more, it is evident that the proposed method requires less memory
space than the exact method.

Conclusion

In this paper, we have introduced a parallelized version of an exact method for solving the n-
similarity problem within a practically feasible timeframe. Furthermore, our proposed method re-
quires less memory space compared to the previous exact approach. To validate our approach, we
conducted experiments using a dataset consisting of 1,504 newspaper articles, 2,886 keywords, and
31 classes, focusing on text document similarity. Our results were obtained by varying the dataset
size and the number of textual documents used for both 3-similarity and 4-similarity problems. The
results indicate that our CUDA-based parallelization achieves an average speedup of 22.0858X for
3-similarity problems and 15.9554X for 4-similarity problems. In future work, we plan to further
optimize memory usage and explore opportunities for enhancing speed even more.
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Virtual Corporate Reality | Virtual Corporate Reality (VCR) has been receiving more atten-
(VCR) tion as a groundbreaking technology that could revolutionize in-
Augmented Reality dustries. In this paper we will initially explore the components and
Companies functions of the brain in the context of VR. This paper first deals
Metaverse with the biological aspects and operations of the human brain in VR.
Business After reviewing the ability of VR in increasing the effectiveness of
Education business user experiences in this environment, presents a conceptual review

that examines the current state of knowledge regarding VCR across
a range of disciplines. Through a comprehensive analysis of exist-
ing literature, this review explores the fundamental components and
applications associated with VCR. The systematic review highlights
the importance of understanding the basic components of VCR, in-
cluding human resources, management, information and commu-
nication technology, products, services, and finance. Furthermore,
the review explores the application of VCR in pioneering indus-
tries such as business, education, healthcare, entertainment, applied
sciences such as military science, and engineering. It tries to men-
tion the challenges and opportunities related to VCR in business.
The review concludes by proposing potential directions for future
research and identifying areas where further investigation is needed
to advance the understanding and application of VCR.

Conclusion

Virtual reality (VR) technology offers users the opportunity to explore and engage with realistic
three-dimensional worlds. When designing VR experiences, simplicity, feedback, and personal-
ized options are crucial to optimize its potential. Businesses can leverage VR to enhance operations,
such as by providing immersive product examinations to boost sales and customer satisfaction. VR
can also be utilized in the design and development stages to evaluate and improve product quality
while reducing costs. Education, training, and entertainment industries can benefit from thrilling
VR experiences in areas like travel, tourism, museums, concerts, and sports events. Embracing VR
allows companies to enhance customer experiences, improve product quality, and provide training
opportunities, positioning themselves as industry leaders. However, responsible use of VR tech-
nology requires careful assessment of its limitations and challenges before implementation. When
approached with caution, VR has incredible potential to reshape the digital landscape and revolu-
tionize how companies interact with their customers.
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Software cost estimation Software effort estimation remains a persistent challenge and requires
Ant colony optimization | serious attention in the early stages of software project management.
algorithm Inherent uncertainties arising from incomplete and inaccurate re-
Fuzzy neural networks quirements pose a significant barrier to reliable estimations. Despite
ANFIS numerous efforts and various techniques proposed for cost estima-

tion, the pursuit of improving estimation accuracy remains essential.
In response to this challenge, this study introduces a novel model
that integrates an Adaptive Neuro-Fuzzy Inference System with the
Ant Colony Optimization algorithm. The model is further com-
pared with well-known evolutionary algorithms such as Differential
Evolution, Genetic Algorithm, Artificial Neural Network, and Par-
ticle Swarm Optimization. Applying the proposed model to popular
software effort estimation datasets, including Albrecht, Desharnais,
and Kemerer, demonstrates its superiority over the mentioned algo-
rithms. The improved estimation provided by this model can assist
software project managers in better project cost estimation.

Conclusion

The pursuit of reliable and accurate software effort estimation remains a primary concern for
software development teams and organizations. In the dynamic and often uncertain landscape of
software development, providing a method that consistently delivers accurate estimates of software
development effort is essential. A solution integrating ANFIS model with ACO algorithms seems
to lead to an improvement in the accuracy of software effort estimation. In this study, we proposed
the ANFIS-ACO model, demonstrating its capabilities in enhancing the accuracy of software effort
estimation. The ANFIS-ACO model, evaluated against well-known algorithms such as GA, DE,
PSO, and a Fuzzy Neural Network-based approach, showed superior performance. Conducting
experiments on three datasets Albrecht, Desharnais, and Kemerer revealed that the ANFIS-ACO
model outperforms in cost estimation accuracy for software development effort.
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Keywords Abstract

Model Checking This paper focuses on the challenges of modeling and verifying sym-
Promela metric distributed algorithms with point-to-point and bidirectional
SPIN communications using the SPIN model checker. In this paper, we
Distributed Algorithm first state the problems of implementing the model of such algorithms
Symmetric in the Promela language. Then, we present a solution for each of
Point-to-Point these problems, where these solutions present a hybrid data struc-
Bidirectional Channels ture that facilitates the definition of any set of variables or channels

as a matrix. Also, we model and verify one of the valuable and prac-
tical algorithms called the causal broadcast (CB) algorithm as a case
study using the proposed method. In addition, we specify the main
properties of the CB algorithm, namely validity, integrity, causal de-
livery, and termination, in Linear Temporal Logic (LTL) and then
verify them using the SPIN model checker.

Conclusion

We discussed the problems of implementing point-to-point and bidirectional channels using the
Promela language for symmetric distributed algorithms. We also explained the problem of defin-
ing different variables for each modeled process. Then, we presented matrix-based channels and
variables, and afterwards, we modeled the Causal Broadcast (CB) algorithm as a case study. Also,
we specified the properties of CB in LTL. The Promela code to implement the proposed meth-
ods is available at https://data.mendeley.com/datasets/ptznpn848p/1. If we were to utilize
matrix-based approaches for specifying a symmetric distributed algorithms with point-to-point and
bidirectional communications in the Promela language, it would result in a reduction in the number
of lines of code in the Promela model. Additionally, when intending to upgrade a model with N
processes to a model with N+1 processes, the use of matrix-based techniques required fewer modi-
fications and updates compared to an array-based approach. For future research, we will study other
methods that can reduce the cost of verification for the symmetric distributed algorithms with point-
to-point and bidirectional communication.
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Keywords Abstract
HPC High-performance computing (HPC) is essential in processing
Al complex models, a necessity particularly emphasized in geophysics
Workloads imaging. Its superiority over personal computing lies in its abil-
Parallelism ity to implement parallelism by distributing workloads across super-

computer clusters. However, users often face challenges in selecting
the most effective machine configuration for their specific compu-
tational tasks, which is crucial for optimizing speed and efficiency.
This paper addresses this issue and presents a machine learning-based
toolkit specifically tailored for geophysics workloads as a solution.
The focus in this domain ensures that the toolkit’s recommendations
are highly relevant for applications within this field. The toolkit pre-
emptively evaluates various machine configurations, offering users
personalized recommendations for their geophysics computational
tasks.

Conclusion

This study successfully demonstrated the design and implementation of an innovative system
comprising two neural networks, tailored for performance prediction and recommendation in high-
performance computing (HPC), particularly for geophysics imaging. The first architecture, Archi-
tecture A, excelled in predicting processor placements and classifying processors, exhibiting promis-
ing results with high precision in certain processor types. The second architecture, based on the
Transformer model, showed adeptness in predicting parallel processing times and speedup, provid-
ing critical insights for optimizing computational tasks in geophysics. The combination of these ar-
chitectures into an integrated system marks a significant advancement in the field, offering a more
comprehensive and nuanced tool for end-users in HPC. Throughout the experiments, the models
demonstrated a strong capacity to learn and validate effectively, as evidenced by the close alignment
of training and validation results and the rapid convergence to performance plateaus. Particularly no-
table were the results for speedup prediction, where the Transformer architecture eftectively captured
the essence of speedup factors, and the processor classification model achieved an overall accuracy
of 70%. The exploration of additional features, alternative modeling strategies, and techniques like
data augmentation could contribute to the advancement of these neural network models. Moreover,
the potential to extend this research to new domains and applications presents an exciting avenue for
tuture work.
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Support Vector Machines
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Among the array of machine learning techniques, the support vec-
tor machine (SVM) has emerged as a powerful method. To enhance
the SVM’s precision, the adoption of kernel methods has become
commonplace. Notably, the integration of orthogonal functions as
the SVM’s kernel has led to substantial improvements in accuracy.
However, it is essential to note that the use of these functions also
introduces heightened time complexity to the SVM along with im-
posing some limitations on data.

Next, we develop a data-parallel technique implemented on hetero-
geneous computing systems to accelerate the computation of kernel
matrix. The ensuing experimental results, conducted on the bench-
mark datasets, were founded on three distinctive rational mappings:
algebraic, exponential, and logarithmic. Spanning data sizes from
700 to 3800, these mappings exhibited remarkable speedup factors
0f 3.967, 4.599, and 2.807, respectively.

Conclusion

Upon introducing the orthogonal rational Jacobi kernel function as the kernel function for sup-
port vector machines, it became evident that the computational demands for calculating the kernel
function escalated. While this led to an enhancement in classification accuracy, especially in high-
input scenarios, it introduced a notable time complexity in the computation of these functions. To
address the escalating time complexity associated with orthogonal rational Jacobi kernel functions
(RJKFs), a parallel method grounded in heterogeneous systems, specifically GPUs, was proposed.
The experimental results derived from the implementation of the proposed parallel method revealed
insightful patterns. These findings underscore the nuanced relationship between the input size, com-
putational challenges, and the efficacy of the proposed parallel method. The exploration of different
mappings and their specific challenges contributes to a more informed decision-making process re-
garding the application of parallelization techniques in the context of support vector machines.
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To facilitate wireless communication, ocean exploration, and vari-
ous environmental and research applications, the underwater Inter-
net of Things has been developed with an infrastructure of acoustic
sensor networks. There has been a significant increase in failures and
a decrease in the efficiency of the network due to the fluid and chal-
lenging underwater environment. Consequently, achieving quality
of service (QoS) in underwater networks remains a research area.
Supporting QoS in underwater sensor networks is challenging due to
resource limitations such as processing power, memory, bandwidth,
and power sources. The purpose of this study was to examine the
service quality requirements as well as protocols that have been im-
plemented in recent years. Finally, based on quality criteria, we have
presented a routing solution based on fuzzy logic, which is more effi-
cient than other recent methods regarding energy consumption rate,
JFI, efficiency, and reliability.

Conclusion

In this research, considering the importance of service quality in the underwater Internet of
Things, we proposed a hierarchical protocol based on audio sensors. In this method, two cluster-
ing structures and inter-cluster communication were created in the network graph, which was done
according to the effective metrics in increasing the network efficiency. Finally, after performing the
simulation, we concluded that the proposed method has performed well compared to other recent
methods in energy consumption efficiency and the justice of using links in the network.
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Sailfish algorithm Image segmentation plays a crucial role in various computer vision
Image segmentation applications, and thresholding is a commonly used technique. An
Objective function image can be effectively segmented into distinct regions by select-
Thresholding ing appropriate threshold levels. Evolutionary algorithms have been
widely employed to automate the process of determining optimal
thresholds. This paper proposes a novel approach utilizing the Sail-
fish algorithm to select suitable thresholds by defining an objective
function tailored for image segmentation tasks. Random threshold
values within the image are considered members of the initial pop-
ulation in this algorithm. The objective is to iteratively refine and
extract optimal threshold values through the execution of the Sail-
fish algorithm. Experimental results demonstrate that this proposed
method achieves higher accuracy and performance than traditional
approaches in detecting object edges and boundaries.

Conclusion

An important challenge in image processing is detecting the edges and boundaries of the objects
in the image. Until now, various methods have been presented for this purpose. Thresholding is
a common edge detection method in image processing that has different types. It employs the dif-
terence of the light intensities on both sides of the thresholds to find the best threshold values for
accurate edge detection. The objective function of this thresholding has better quality in edge de-
tection when it is maximized. In the proposed method of this paper, the Sailfish optimizer algorithm
has been used to select the optimum values of threshold levels. Implementation and analysis of the
proposed algorithm show that this algorithm has higher accuracy in extracting the edges of the ob-
jects in the image in comparison to the Bat and Firefly algorithms.
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Graph Representation | Graph representation learning has surged in popularity due to its ef-
Learning ficiency and applicability across diverse graph-structured datasets.
Graph Pooling Graph pooling stands as a key method for deriving effective graph
Attention Mechanism representations. The fusion of graph neural networks and self-
Personalized attention mechanisms has enabled significant progress in graph rep-

resentation tasks. However, traditional attention mechanisms over—
look nodes lacking direct edges, limiting their utilization of cru-
cial network context. This paper introduces a novel graph pool-
ing approach integrating Personalized PageRank and self-attention,
enhancing the model’s ability to capture both node properties and
graph structure. Experimental results demonstrate that, with opti-
mal parameter tuning, the MAGPool method outperforms existing
techniques, yielding higher accuracy across benchmark datasets.

Conclusion

The MAGPool technique, integrating Personalized PageRank and self-attention, offers a hier-
archical approach capable of capturing node attributes and hierarchical graph structures. Notably,
it maintains reasonable complexity (O(|E|)) and robustness across various graph structures, using a
consistent parameter set regardless of input graph size. Future research avenues could explore MAG-
Pool’s resilience across different hop numbers or optimize the model’s hyperparameters.
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Complex contagion is a phenomenon to analyze diffusions in types
of behaviors or actions. In contrast to simple contagion, which is
associated with the transmission of viruses, complex contagion in-
volves a more intricate process of influence, making multiple expo-
sures to certain behaviors or actions necessary before an individual
adopts them. In this context, the dynamics of complex contagion
are in the domain of financial contribution to presidential campaigns
from 2000 to 2012 cycles. The study uncovers the factors shaping the
decision-making process of potential donors. The number of expo-
sures to donors exhibits an unexpected negative correlation with the
likelihood of an individual contributing to a presidential campaign.
On the other hand, the amount of money the connected donors
to potential contributions made seems to influence predicting their
chance to donate.

Conclusion

The donation diffusion study has shown that it is not a typical complex contagion or information
diffusion process. Donating has ethical and materialist impacts on people, especially in the presidential
race. The increment of contagion does not depend on the increment of infected degree because
of the mentioned intuition. In this case study, the factor that has more influence on individuals is
the amount of money donated by the connections of each individual. The infected degree tends
to be ineffective for an individual to donate based on the observations in the simulations for each
cycle based on the intuition that enough individuals have donated. In graph theory, further studies
can be done with different properties and more insight into individuals to analyze their reasons for
donation. Weighted graphs can give us more information on how a diffusion process can occur,
and more analysis in terms of social science can be relied on to spread donations between people in
specific periods.
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Optical AND gate R ecent advances in photonic crystals offer new possibilities for high-
photonic crystal speed, low-power optical devices, including AND gates crucial in
Extra Trees Regressor digital logic. This paper proposes a machine learning-based ap-

Optimization Techniques | proach to optimize AND gate performance. Using the Extra Trees
Regressor model, we train on simulation data to predict output
power accurately, achieving an RMSE of 0.18. Optimal parame-
ters for rod radius and lattice constant, determined as R=0.05 um
and x=0.12 um, are identified. Examination of parameter impact on
gate functionality underscores their role in achieving desired output
states. Simulation results demonstrate the efficacy of optimized pa-
rameters in realizing AND gate behavior within the photonic crystal
framework.

Conclusion

This paper presents a novel approach to optimizing AND gate performance using machine learn-
ing techniques, notably the Extra Trees Regressor. By harnessing this model, we significantly en-
hance the accuracy and efficiency of optical gate simulation software, enabling rapid identification of
optimal parameter settings. Meticulous optimization of rod radius and lattice constant reveals their
profound influence on gate functionality, with specific configurations yielding desired output states
akin to an AND gate. Our findings highlight the Extra Trees Regressor as a valuable tool for opti-
mizing optical gate performance and accelerating processing while enhancing output quality. This
research underscores the efficacy of machine learning in augmenting photonic crystal-based circuits,
facilitating advancements in information transmission and logical operations within electronic sys-
tems.
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Keywords Abstract

Image Processing Small bowel cancer is one of the rare tumors that often stays un-
Intestine Cancer treated until it has spread to a more advanced stage. Early detection
Machine Learning is critical for successful treatment, and ML algorithms have showed
Prediction Model promise in detecting cancer at its early stages. Here we offer a deep
Normalization learning-based technique to predicting small intestinal cancer that

employs CNN and RNN. We used a dataset of clinical characteris-
tics and biomarkers from small intestinal cancer patients to train and
evaluate our models. Our findings reveal that the proposed mod-
els were highly accurate in predicting small intestinal cancer, with
the CNN slightly outperforming the RNN. We also compared our
approach to other cutting-edge methodologies, and discovered that
the proposed models surpassed them in terms of accuracy. Our study
indicates the potential of deep learning-based approaches for pre-
dicting cancer and provides information on the relative efficacy of
CNNs and RNNs. Our findings can help design more accurate and
efficient cancer prediction models for small intestinal cancer.

Conclusion

Based on the research, we have developed and evaluated deep learning models for small intestine
cancer prediction using CT scan images. Both CNN and RNN models were implemented and
compared, with the CNN model using VGG16 architecture and the RNN model using LSTM
cells. The findings revealed that the CNN model beat the RNN model in terms of classification
accuracy, AUC, Fl-score, and sensitivity. The proposed method has the potential to be employed as
a non-invasive and cost-effective tool for small intestine cancer screening and detection. However,
additional validation on diverse datasets is required to establish the generalizability and robustness of
the suggested models. Investigating the use of additional deep learning models, such as transformer-
based models or convolutional neural networks with attention processes, for the prediction of small
intestine cancer is one possible research direction. Additionally, adding more varied data sources,
may enhance model functionality. Future research may also look into explainable Al methods to
learn more about the characteristics and factors that are most crucial for predicting small intestinal
cancer.
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Intelligent Transportation | As cities continue to grow in population, the demand for public
System transportation, particularly shuttle taxis, has increased. Taxi drivers
Shuttle Taxi often have to stop frequently to find passengers by inquiring about
Share Taxi their destination. To address this issue, a matchmaking system be-
Passenger-Taxi ~ Match- | tween passengers and shuttle taxis called Shuttle Taxi with Targeted
making Stops (STTS) is proposed. Passengers can choose their taxi lines and
[oT get matched with a shuttle taxi based on their source and destination
Traffic Reduction locations. Based on simulation results, the STTS method increases
average speed of non-taxi cars and taxis up to 9.3% and 51.7%, re-
spectively, while decreasing the average travel time of passengers by
up to 20%.
Conclusion

Currently, shuttle taxis are one of the popular methods of public transportation in several coun-
tries. Shuttle taxis frequently stop, causing traffic disturbance, congestion and taxi wear and tear.
These stops are often unnecessary due to the mismatch between taxi routes and passenger destina-
tions. To address these issues, we propose a new system called Shuttle Taxi with Targeted Stops
(STTS). Passengers can select their desired route and send requests. Drivers can decide whether to
accept without stopping. This system reduces the number of stops and minimizing passenger travel
time. Based on the simulation results, the STTS method yielded a remarkable improvement in the
average speed of non-taxi cars by up to 9% and taxis by up to 52%. Additionally, the average travel
time for passengers was reduced by up to 20%.

Page 30




Neural Network-Driven Optimization of Photonic Crystal-Based
All-Optical NOT Gate Design

Alireza Mohammadi!, Fariborz Parandin 2, Hosna Ghahramani®
"Department of Computer Engineering, Islamic Azad University -Kermanshah Branch, Iran
alireza.mohamadi. ml@gmail.com
2Department of Electrical Engineering, Islamic Azad University -Kermanshah Branch, Iran
fa.parandin@iau.ac.ir
*Department of Computer Engineering Islamic Azad University— North Tehran Branch, Iran
hosna. ghahramani@gmail.com

Keywords Abstract

Photonic Crystals This study uses neural networks to optimize an all-optical NOT gate
Optical Computing using photonic crystals. The network predicts parameters for the
Neural Networks gate’s operation, accurately determining the optimal radius of the
Deep Learning Optimiza- | rods. The results show a Mean Absolute Error of 0.005 for ‘R0’ and
tion 0.0006 for ‘R1’. The research demonstrates the potential of deep
Photonic Integrated Cir- | learning in optimizing and predicting the performance of all-optical
cuits NOT gates. This leads to improved efficiency and performance of

optical logic circuits.

Conclusion

In conclusion, this study presents a compelling exploration of employing neural networks to op-
timize and predict the behavior of an all-optical NOT gate based on photonic crystals. Leveraging
deep learning techniques, particularly a sequential neural network architecture, the research success-
fully identifies the optimal radius of the rods for efficient gate operation. The systematic analysis and
simulation results demonstrate the neural network’s remarkable accuracy in predicting gate behav-
ior for different input configurations. The alignment between predicted and actual outputs signifies
the model’s precision in emulating the NOT gate’s functionality. Overall, the findings highlight the
promising role of deep learning in advancing the design and optimization of photonic-based logi-
cal circuits, paving the way for enhanced optical computing systems with significant applications in
diverse technological domains. By leveraging the power of deep learning, researchers can unlock
the full potential of all-optical computing and usher in a new era of high-performance information
processing systems.
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Keywords Abstract
cloud computing This paper proposes a novel deep reinforcement learning-based ap-

load balancing algorithms | proach for task scheduling in cloud computing environments. The
deep reinforcement learn- | objective of the proposed approach is to minimize the makespan.

ing The proposed approach utilizes a deep Q-learning algorithm to learn
task scheduling effective task allocation strategies based on the current state of the
makespan system. The task scheduling performance of the proposed algorithm

is compared with the Min-Min, Min-Max, FCFS and GA algo-
rithms based on three criteria: makespan, algorithm execution time,
and computational complexity. Simulation results demonstrate that
the proposed approach results in great reduction of makespan, while
demonstrating significantly low algorithm execution time and com-
putational complexity.

Conclusion

In this paper, we presented an approach based on deep reinforcement learning and compared it
with several well-known static and dynamic load balancing algorithms. The proposed approach sig-
nificantly reduces the makespan compared to the heuristic methods and provides results close to the
genetic algorithm, while it has an excellent performance based on the execution time and computa-
tional complexity. Although the genetic algorithm’s achieved makespans are slightly better than that
of the proposed approach, it takes up to 125 times longer to run the genetic algorithm. This makes
the proposed algorithm suitable for realistic scenarios and much more scalable.
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Keywords Abstract
Photonic crystals In this paper, we attempt to design and simulate an all-optical
NAND gate NAND gate using 2D photonic crystals. The proposed struc-ture

All-optical-logic-gates
High-speed computing
Ring resonators

has 3 inputs and 1 output based on ring resonators. One of the in-
puts is used for the bias and 2 other inputs are the main inputs of the
gate. We used line and point defects to guide the light from the in-
puts to the output. This structure is simple and small and consists of
19*19 silicon rods on an air substrate. This gate has a high accuracy
because of the large difference between”1” and “0” logic, which is
defined by the amount of power transferred from the inputs to the
output. The contrast ratio (CR) for the proposed gate has been de-
termined to be 7.14 dB. Calculations are performed out in the TM
mode using the Plane Wave Expansion (PWE) and Finite Difference
Time Domain (FDTD) methods to solve Maxwell's equations.

Conclusion

In this paper, we proposed a novel design for an optical NAND gate with 2D PhCs. After an-
alyzing the simulation results, it can be concluded that the proposed gate functions properly in all
states and delivers accurate outputs. There is a good distance between the”0” and “1” at the outputs.
The size of the proposed structure is small and the structure is simple and not complex. Therefore,
the proposed NAND gate is a suitable structure for fabrication and use in optical devices.
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Keywords Abstract

Blockchain Proof-of-Work (PoW) is the most common consensus mechanism
Mobile crowdsensing in the blockchain. It requires a lot of energy and time from miners
Fog computing to solve the hard puzzle of appending a new block to the blockchain,
Consensus algorithm Scal- | and transaction throughput is low. The paper suggested using mo-
ability bile crowdsensing (MCS) and fog computing virtualization to split
proof of work the encryption hash range SHA256 into many subranges to speed

up mining using proof of work. Fog virtualization-based Proof of
Work (FV-PoW) outperformed other methods and was useful for
mining difficult targets. To test this, testing involved increasing min-
ing difficulty by 9 levels to find a hard target. Mining at level 8 took
81.6 sec, while the conventional method took 6221 sec. The solu-
tion was novel atlevel 9. Within 2043.1 sec, this solution guarantees
substantial scalability.

Conclusion

The paper used parallel computing to minimize the duration of the mining process and there-
fore raise the number of confirmed transactions for generating a new block and appending it to the
blockchain. This is done by leveraging virtualization technology on the fog environment, which is
contingent upon the tasks received from the MCS layer. The K-means method was employed to
allocate the suitable fog VM with a unique subrange for every task carried out in the PoW mining
process on the fog server, relying on the nearest geographical coordinates between them. The pro-
posed FV-PoW mining method aims to improve sequential or traditional mining. The findings at
level 7 indicate that the FV-20 VMs, with a mining time of 16.1 sec, outperforms the FV-8 VMs,
which took around 170.10 sec. Additionally, the sequential mining approach took 4086.8 sec. Sim-
ilar trends were observed at levels 8 and 9. Consequently, a greater number of participants in the
MCS leads to an increased quantity of virtual machines on the FC layer, resulting in faster and more
efficient mining.
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Keywords Abstract

Academic  performance | Universities and educational institutions are accumulating and stor-
prediction ing substantial amounts of data that include the personal and educa-
machine learning tional information of students. There is an ongoing debate regarding
random forest the most crucial factors for predicting students’ academic achieve-
XGBoost ment, as well as determining the most suitable algorithm to employ.
PCA Furthermore, if these results are achieved, administrators need to de—

velop better planning strategies. Educational Data Mining (EDM)
is a technique used to extract specific data types from an educa-
tional system, aiding in a comprehensive understanding of students
and the system itself. EDM involves transforming raw data obtained
from training systems into valuable data that can facilitate data-driven
decision-making. In comparison to other fields, the development
of data mining and analysis in education has been relatively slow.
However, mining educational data on the web presents unique chal-
lenges due to specific characteristics of the data. Although various
data types possess sequential aspects, the distribution of training data
over time exhibits remarkable properties. In this research, we pro-
pose a method that utilizes XGboost and Random Forest algorithms
to identify the significant factors influencing prediction accuracy.

Conclusion

Educational data mining (EDM) is a field of research related to the application of data mining,
machine learning, and statistics to information generated in educational settings (eg, universities and
intelligent educational systems). Ata highlevel, the discipline seeks to develop and improve methods
for exploring this data, which often has multiple levels of meaningful hierarchies, to uncover new
insights into how people learn in such settings. We propose a method to predict academic achieve-
ments by XGboost and Random Forest. XGboost helps not only to find important features but also
to reduce the dimension of the dataset. Then, we use the pre-processed data to train random for-
est. In the end, a comparison, including accuracy, F1-score, and precision, indicates that our model
outperforms other algorithms.
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At present, there has been a significant increase in job opportunities
in the business sector. In order to adapt to the current societal and
international conditions, these jobs need to transition towards digi-
talization in the online realm. The progression of technology indi-
cates that businesses without an online presence are destined to fail
or experience limited growth. As a result, this issue has given rise to
the field of data mining and the study of job recommender systems
utilizing the latest algorithms. In this study, we assess four collabora-
tive filtering algorithms for a job recommender system. The findings
reveal that the Cocluster method exhibits the least amount of error,
while NMF(Non-negative matrix factorization) demonstrates the
most efficient training time compared to the other algorithms.

Conclusion

This research investigates various collaborative filtering algorithms using a jobs dataset. The find-
ings indicate that, compared to the other algorithms studied, NMF and cocluster produce the most
favorable outcomes in terms of training time when the number of epochs and cross-validation’s folds
are increased. Conversely, SVD++ (SVDPP) requires the longest training time. On the other hand,
cocluster yields the lowest error rate. Thus, if prioritizing training time is essential, NMF and co-
cluster is the preferred choice, whereas, for accuracy considerations, cocluster is recommended.
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Keywords Abstract

Attacks The escalating demand for High-Performance Computing (HPC)
Detection and Protection | systems and data analysis across diverse scientific domains has ampli-
Mechanisms fied network security issues. This study provides an in-depth ex-
HPC ploration of security, threats, and vulnerabilities in HPC systems,
Security presenting a comprehensive taxonomy of HPC vulnerabilities along
Vulnerabilities with their respective security strategies. The study also reviews vari-
Threats ous scientific contributions and case studies to enhance understand-

ing of security issues.

Conclusion

Soaring adoption of supercomputers and HPC across diverse domains necessitates a heightened
focus on their security aspects. This study meticulously dissects security challenges impacting HPC
infrastructure, threats, and vulnerabilities from hardware, software, and hybrid viewpoints. We
present a comprehensive taxonomy of HPC vulnerabilities mapped to corresponding mitigation
strategies and solutions. Furthermore, we conduct a robust review of case studies encompassing
diverse regions/perspectives (hardware, software, and hybrid) to ofter insights into practical security
implementations. To secure HPC systems from possible security threats and vulnerabilities, we need
to consider the main security aims of Confidentiality, Integrity, and Availability (CIA).This study
and review could provide a better understanding of implementing appropriate and practical solutions
to prevent security threats and vulnerabilities in the HPC system. It is worth promoting the creation
of a national, regional, or even international standard security working group on HPC systems.
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Assume we have a set of 2 colors and to each vertex of a graph G we
assign an arbitrary of these colors. If we require that each vertex to
set is assigned has in its closed neighborhood all 2 colors, then this is
called the generalized 2-rainbow dominating function of a graph G.
The corresponding 7,5, which is the minimum sum of numbers of
assigned colors over all vertices of G, is called the g2-rainbow domi-
nation number of G. In this paper we introduce this new conceptand
we present a linear algorithm for determining a minimum general-
ized 2-rainbow dominating set of P,.C,,K; ,,GP(n,2), and Honey-
comb network (HC(n)).

Conclusion

In this paper based on the concept of usability 2-rainbow domination applicability, we gener-
alized it to be more evident in the field of application and at the same time reduce costs. For this
purpose, we remove one of the conditions of 2-rainbow domination function. We calculated the
generalized 2-rainbow domination number for simple graphs, GP(n,2) and the honeycomb net-
works. According to the above process, for future works, we can expand total generalized k-rainbow
domination for Petersen graphs and the honeycomb networks.
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Keywords Abstract

Supply_chain The competition pattern among companies is changing due to the
Blockchain morning and evening production and services. The material flow
Merkle Tree in the supply chain is getting attention, making management and
Neural Network control more difficult due to globalization. Traditional supply, pro-
Distributed Systems duction, and planning approaches increase costs in the entire supply

chain. Traditional supply chain systems have significant shortcom-
ings like lack of traceability, difficulty in maintaining product safety
and quality, lack of monitoring and control of inventory, increasing
supply chain costs, etc. Blockchain technology promises to reduce
these problems by ensuring transparency, traceability, and security
through a distributed digital ledger that uses cryptographic methods
for transaction security. We explore how Blockchain can contribute
to supply chain sustainability. Our proposed solution combines the
Merkel tree and neural networks to reduce the complexity of this
technology. It provides insight about adopting Blockchain for sup-
ply chain management.

Conclusion

This research presented a new blockchain-based method based on Merkle tree integration and
neural networks to improve blockchain-based supply chain data transmission. As we have seen in
the previous part of this article, the proposed method reduces n layers compared to the traditional
structure. Gives, and the number of data is reduced by (2" (n+1)—2)/3. Also, the hash calculation is
reduced by (2"(n + 1) — 2)/3, which is a significant amount. Therefore, with the improved Merkel
tree structure, the storage space and the amount of computation are both less than those of the tra-
ditional Merkel tree structure. This method is helpful for extensive input data in blockchain-based
distributed data storage and transmission. The achievements of this research include providing a se-
cure data transmission model in the blockchain-based supply chain by integrating the Merkel tree
and neural networks. The evaluations carried out in this research show that the number of layers and
nodes in this type of Merkel tree has been improved, reduced and as a result, leads to a reduction.
We found the amount of Hash traffic.
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Internet of things Under- | Oceans, covering 70% of Earth’s surface, are largely unexplored,
water Routing with about 95% remaining a mystery. Underwater wireless commu-
QoS Energy nication is pivotal in various domains, such as real-time aquatic data

collection, marine surveillance, disaster prevention, archaeological
exploration, and environmental monitoring. The Internet of Things
has opened new avenues in underwater exploration through the un-
derwater Internet of Things concept. This innovative technology
facilitates smart ocean research, from small case studies to large-scale
operations. UloT networks utilise underwater equipment and sen-
sors to gather and transmit data in aquatic environments. How-
ever, the dynamic nature of these environments poses challenges to
the network’s structure and communication, necessitating efficient
routing solutions. Quality-of-service-aware routing is vital as it
minimises energy usage, extends battery life, and enhances network
performance. This paper delves into the challenges and limitations
of UloT networks, highlighting recent routing methodologies. It
also proposes a comparison framework for routing methods, focus-
ing on the quality of service in underwater [oT networks, to foster
more optimal route selection and better resource management.

Conclusion

Underwater Internet of Things technology is one of the famous research topics today, which
could change industrial projects and scientific and commercial research. An essential component to
enable IoT is the underwater wireless sensor network. However, currently, this technology faces
challenges such as limited reliability, long propagation delay, high energy consumption, dynamic
topology, and limited bandwidth. This study conducted a literature review on the UloT to pin-
point potential challenges and risks and to propose solutions to mitigate them. The results of this
study show that the essential elements available to meet future IoT challenges include underwa-
ter communications, energy storage, latency, mobility, lack of standardisation, transmission media,
transmission range, and energy limitations. In addition, in this study, an overview of recent methods
and their comparison based on service quality criteria has been presented in the form of a table, which
can pave the way for other researchers in this field.
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Authorship identification is the challenge of identifying the writers of
anonymous writings based on examples of the authors’ writing. The
growing volume of anonymous writing on the Internet emphasizes
the critical yet urgent need for authorship identification. In this pa-
per, we proposed a hybrid method-based Support Vector Machine
(SVM) algorithm and a Naive Bayesian Algorithm for Authorship
Identification. The proposed method is designed to handle longer
textual passages and analyze the semantic and metaphorical nuances
of words to enhance the accuracy of authorship identification tasks.

The experimental result shows that this algorithm is suitable for Au-

thorship identification.

Conclusion

This paper presents a fresh method for author identification in texts, incorporating machine learn-
ing algorithms. In this method for extracting the effective features in identification, characteristics
like lexical features, syntactic features, structural features, function words, and content words have
been used. Also, Reuter 50 50 has been used as the dataset. In the proposed method which is a hy-
brid algorithm including SVM and NB the extracted data have identified the authors of the texts.
After identifying the authors, results have been evaluated according to criteria including correctly
classified data, incorrectly classified data, precision, and recall. The assessment results reveal superior
performance of the proposed method compared to both Support Vector and NB algorithms. Pre-
cision and Recall were equal to 0.9996 percent in the proposed method while they were equal to
0.9746 and 0.974 for the SVM algorithm and 0.6567 and 0.6072 for the NB algorithm.
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This paper models and verifies the fully anonymous Mutual Exclu-
sion (ME) algorithm. The ME algorithms have an essential role in
distributed systems. Ensuring these algorithms are correct and satisfy
the expected properties is necessary. Fully anonymous means that
processes and memory are anonymous. Itis impossible to distinguish
one process from other processes. In this paper, we model a recently
presented ME algorithm by Colored Petri Nets (CPN). This mod-
eling is done hierarchically in two levels, called the low level and the
top level. Then, by analyzing the state space diagram, we prove that
except for one particular case, only one process enters the critical
section at any moment, and the others wait. Afterwards, we show
that different processes recognize an arbitrary in-memory register
with different identifiers. Moreover, by analyzing the state space, we
show that the ME algorithm is prone to deadlock when two pro-
cesses obtain an equal number of registers simultaneously, neither
releases the owned registers, and both try to acquire other registers.
As a result, the algorithm faces a deadlock. To our knowledge, no
fully anonymous mutual exclusion algorithm has been modeled and
verified by a mechanical proof method. The novelty of this paper
is the use of colored Petri nets for the modeling and verification of
a fundamental ME algorithm for the first time. Given that the al-
gorithm is fully anonymous, the presented model encapsulates this
crucial property. This model can serve as a guiding framework for
modeling other distributed algorithms that share similar properties,
establishing its utility as a reference for such endeavors.

Conclusion

‘We modeled and verified a fully anonymous mutual exclusion algorithm using colored Petri nets.
We defined this model hierarchically in two levels, low level and top level. Then, by analyzing the
state space, we explored different scenarios and proved that if two processes in the competition to ac-
quire registers simultaneously own the same number of registers, the algorithm will face a deadlock,
but if a process is in a higher round than its competitors. Only the same process owns all the desired
registers and enters the critical section. We will develop this algorithm for a system with Byzantine
processes, and then we will model and verify it using one of the formal methods.
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In professional software development settings, establishing a test-
ing and deployment platform is essential, as it allows developers and
testers to concentrate more effectively on the product itself and ac-
celerates the delivery of successive versions to the market. With each
change, such a platform should conduct tests and deploy the soft-
ware once verified. Given the high frequency of changes in a profes-
sional team development environment, regression tests must be run
repeatedly, slowing the software testing and deployment. There-
fore, exploring ways to reduce the time required to execute tests
is very beneficial. This project focuses on the aggregated impact
of mocking and parallelization on test execution for systems with
inter-service communications, specifically within microservices ar-
chitectures. Experimental results indicate that the integration of the
proposed methods, although not without challenges that will be ad-
dressed, effectively tripling the testing speed compared to the base-
line measurements.

Conclusion

The study concludes that if there is sufficient experience with distributed database systems and the
organization can benefit from multiple hardware nodes with adequate computational power, using
parallelization and mocking methods do not seem to face a major obstacle. In that case, a significant
improvement of over 65% in test execution times would be achieved. Such enhancement can have
a substantial and vital impact in an industrial environment, where organizations are in constant com-
petition to release their products.
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